
Who Will Be Your Next Co-investor?

Abstract

It is challenging to predict whether two venture capitals
(VCs) will co-invest in the recent future or not. In this
paper, we formulate the problem of co-investment pre-
diction into a factor graph model incorporating struc-
tural balance theory. Experimental results demonstrate
that the performance of the proposed model signifi-
cantly (+14% in terms of accuracy) outperforms the
baseline methods, such as logistic regression and SVM.
In addition, we have some interesting findings, e.g., in
VC network, the co-investor of my co-investor tends to
be my co-investor; VCs with similar property right are
likely to co-invest; Chinese investors are more liable to
social relation than foreign investors.

Introduction
Social network plays an important role in economic action,
and revealing the formation of social network has a signifi-
cant meaning for both social network theory and economics.
The co-investment of Venture Capitals (VCs) is an impor-
tant economic event, which can also be regarded as a link in
co-investment network. In this work, we study the problem
of predicting whether two VCs will co-invest in the recent
future or not. We address the challenges as follows. First,
what are the fundamental factors that influence the forma-
tion of co-investment relationships? Second, how to design
a mechanism that incorporate the social network theory af-
fecting the formation of co-investment relationships.

Fig. 1 shows the investment and co-investment in the cap-
ital market. In Fig. 1(a), the red person represents a VC, the
blue box represents an enterprise that gets fund, and a line
between a VC and an enterprise represents an investment.
VCs and enterprises are in different spaces (called heteroge-
neous network in computer science, or two modes network
in sociology and economics), and we use two plates to indi-
cate the different spaces, as shown in Fig. 1(b). To simplify
the network, now we concern the syndication of VCs by
adding a link between two VCs that have invested a common
enterprise in the past, as shown in Fig. 1(c). Given the syn-
dication network (defined in section 2) in time span {1, t},
we’d like to predict whether two VCs will co-investment not
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Figure 1: Investment and co-investment.

in time t + 1, and the dashed lines in Fig. 1(d) are new co-
investments in time t + 1.

Co-investment has been studied for many years in sociol-
ogy and economics, such as (Lerner 1994), (Sorenson and
Stuart 2001) and (Kogut, Urso, and Walker 2007). However,
most of the existing researches focus on the node attribute,
and few works predict the future co-investment and present
the performance of prediction.

Solution and contribution. In this paper, we formulate
the prediction of co-investment in syndication network and
perform a series of observations in the data. Based on the
observations, we propose a structural balance based factor
graph model named SBFG to predict the co-investment at
time t + 1 given syndication network of time span (1, t). In
the prediction, we not only consider topological network at-
tributes in common practice, such as shortest distance, com-
mon neighbor and clustering coefficient, but also consider
the attributes related to investment domain, such as property
right and invested fields. We develop an approximate algo-
rithm using loopy belief propagation to efficiently learn the
proposed model. Our experimental results show that the pro-
posed SBFG model can achieve a significant better perfor-
mance (+14% in terms of accuracy) than the baseline meth-
ods.

Organization. Section 2 formulates the problem. Sec-
tion 3 introduces the data set and our observations to ver-
ify the hypotheses. Section 4 proposes the structural balance
based factor graph model and learning algorithm. Section 5
presents the experimental settings and results. Section 6 re-
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views the related work and section 7 concludes the paper.

Problem Formulation
In this section, we first present several definitions and then
propose a formal description of the problem.

Definition 1 (Co-investment). We say that two VCs co-
invest in a given year, if they invest the same enterprise(s) in
the year.

Definition 2 (Syndication). We say that two VCs are syn-
dicated, if they invested the same enterprise(s) in the past.

Note that co-investment only occurs when two VCs in-
vest the same enterprise in the same year, while syndication
occurs when two VCs invest the same enterprise in same
year or different year. The number of investments increases
over time, and the syndication network (Gt = (V t, Et)) are
also evolving, where V t is the set of |V t| = N t VCs and
Et ⊆ V t × V t is the set of syndication relationships be-
tween VCs until time t. Let wi be the set of attributes asso-
ciated with VC vi. An attribute can be VC’s property right,
invested fields, and so on. The attribute of VC could change
over time, and we use W t = wt

1, · · · , wt
N to denote the at-

tributes of all VCs at time t. Our goal is to predict whether
two VCs will co-invest or not in the next year, given their at-
tributes and the existing syndication network. More specifi-
cally, we are concerned with the following problem.

Problem 1. Predict whether two VCs will co-invest or
not in the next year. Let Gt = (V t, Et,W t) be the attribute
augmented syndication network in time span (1, t), given
two VCs, the task is to predict whether they will co-invest or
not in the next year (the period from t to t+1), which can be
formulated as a binary classification problem.

Although researches in sociology and economics have
investigated a large number of features that affect the co-
investment, few of them present the prediction performance
when these features are combined together. We need to ex-
plore the fundamental factors for high precision prediction
of co-investment.

Data and Observation
Data Collection
The data come from multiple resources, including two pri-
vate databases Zero2IPO1(Dec. 12th, 2012) and ChinaVen-
ture2, annual reports of China Venture Capital Research In-
stitute3, and national reports on ”Venture Capital Develop-
ment in China” by Chinese Academy of Science and Tech-
nology for Development. Moreover, we sample a subset
from the data and conduct offline investigation to validate
the truth of the data. The dataset contains open investment
events from 1995 to 2011, there are totally 1541 VCs and
5455 co-investment events in the data. Fig. 2(a) and Fig. 2(b)
show the rapid increase of VCs that invested in China and
co-investments in the past 16 years (1995-2011). The num-
ber of co-investments today is nearly 100 times higher than
16 years before.

1http://www.zero2ipo.com.cn/
2http://www.chinaventure.com.cn/
3http://www.cvcri.com/
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Figure 2: Number of VCs and co-investments over year
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Figure 3: Illustration of structural balance theory.

Observation
Before proposing our model, we first investigate the patterns
that affect co-investment. We first explore the structural bal-
ance phenomenon in VC network, and then consider the pat-
terns that closely related to capital behavior, including prop-
erty right, invested fields complementarity/homogeneity and
follow-the-trend. Finally, we present the patterns related to
dynamic network, such as shortest distance, number of com-
mon neighbors, and clustering coefficient.

Structural balance. We connect our work to the struc-
tural balance theory(Easley and Kleinberg 2010), to see
whether the co-investor of my co-investor is likely to be
my co-investor. Fig. 3 shows the triad relationships, where C
represents co-investor, and N represents non co-investor. For
every group of three users (called triad), the structural bal-
ance theory implies that either all three pairs of these VCs
are co-investors or only one pair of them are co-investor.

As shown in Fig. 4, the probability of balanced triads is
by far larger than the number of unbalanced triads, which
indicates that in capital market, the co-investor of my co-
investor is likely to be my co-investor.

Distance of property right. According to property right
theory(Grandori 2005), the property right (PR, also called
capital type) of a VC can be categorized into four types by
principal shareholders, i.e. CHInese VC, Chinese-Foreign
VC (mixture PR), FOReign VC and OTHer. In general, VCs
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Figure 4: Structural balance. Y-axis: Probability, condi-
tioned on the number of positive edges in the triad.



Table 1: The distance of property right
CHI C-F FOR OTH

CHI 0 1 2 1
C-F 1 0 1 1
FOR 2 1 0 2
OTH 1 1 2 0
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Figure 5: Distance of property right. Y-axis: probability den-
sity, conditioned on the distance of property right.

with similar property right are more likely to co-invest(Luo
et al. 2014 Under review). To incorporate this prior do-
main knowledge, we define the distance of property right,
as shown in Tab. 1, where 0 means there is no difference
in PR between two VCs, 1 means there is a little difference
between two VCs, and 2 means there is a large difference
between two VCs. The probability conditioned on the dis-
tance of property right is shown in Fig. 5, where the orange
bar represents positive instance in the dataset (described in
section 5), and blue bar represents negative instance. The
pattern clearly shows that the VC pair with no difference in
PR is likely to co-invest, and the VC pair with large differ-
ence in PR is not likely to co-invest.

Invested fields complementarity/homogeneity. The in-
vestment preference is a set of special behavior of invest-
ment choice when individual investors confront risks and un-
certainties, especially when they consider to co-invest. Both
complementarity and homogeneity of invested fields will in-
fluence the co-investment between two VC firms. The in-
vested fields are categorized into 20 coarse-grained types or
205 fine-grained types, and the fine-grained types are used
in this paper. The complementarity of invested fields is de-
fined as the symmetric difference of the sets of their invested
fields, which is shown as the pink part in Fig. 6(a), while the
homogeneity is defined as the intersection, which is shown
as the green part in Fig. 6(a). There is another definition of
homogeneity where 0 means the two VCs do not have com-
mon fields, and 1 means that the two VCs have common
fields. As shown in Fig. 6(b), when two VCs complement
each other to a large extent (complementarity is larger than
14), they tend to co-invest. Fig. 6(c) and 6(d) show that when
two VCs have common fields, they tend to co-invest. When
they do not have common field, they are not likely to co-
invest, probably due to the lack of common interests.

Invested fields follow-the-trend. (Short-term) follow-
the-trend refers to the ”sheep-flock effect” that VC firms
would choose to invest some hot fields to keep consistent
with their peer, and the opportunism makes the investment
behavior of VC barely according to the rational assump-
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(c) Homogeneity (def. 1)
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Figure 6: Invested field complementarity/homogeneity.
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Figure 7: Turning point of follow-the-trend. Y-axis: mean
value, conditioned on the year.

tion(Christenson 1965)(Powell et al. 2005). The (short-term)
follow-the-trend is defined as the ratio of number of invested
fields of a given VC in the last year to that of all VCs in the
last year, which reflects the irrational choice of VC. In or-
der to reflect the overall preference of VC, we coin a new
term, called long-term follow-the-trend, which is defined on
the accumulated number of invested fields in the past. Fig.
7 shows the change of mean value of follow-the-trend over
year4. Before 2002, the mean value of long-term follow-the-
trend (long trend for short) was below that of short trend,
which reflects the irrational choice of VCs in early capi-
tal market. Two curves became tangled in 2002-2004, while
the long trend exceeded short trend after 2004, which means
Chinese capital market became mature gradually.

Besides the patterns presented above from domain knowl-
edge, we also consider the topological network patterns,
which are well-known in link prediction. Although there are
many choices, we adopted shortest distance, number of com-
mon neighbors, and clustering coefficient.

Shortest distance. Shortest distance is considered to be
one of the most important patterns in link prediction(Hasan
et al. 2006). (Kleinberg 2000) discovered that in social net-

4The value 0 in 2008 is due to data sparseness.
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Figure 8: Topological patterns. Y-axis: probability density,
conditioned on the number of shortest distance / #common
neighbor / sum of clustering coefficient.

work most of the nodes are connected within a short dis-
tance, which makes it a very good pattern. As shown in Fig.
8(a), if the shortest distance between VCs in the syndication
network is 1, i.e. they have co-invested before, they are very
likely to co-invest again. If the shortest distance is 2, the two
VCs still prefer to co-invest. When shortest distance is 3 or
larger, they don’t prefer to co-invest.

Common neighbors. We consider the link homophily of
two VCs, which is based on the assumption that similar users
tend to associate with each other. For the link homophily, we
explore the number of common neighbors on co-investment.
In Fig. 8(b), if there is no common neighbor, VCs don’t
prefer to co-investing, which is consistent with the situation
where the distance of two VC is 3 or larger. If there are one
or more common neighbors, VCs prefer to co-invest.

Clustering coefficient is considered to be an important
pattern in social network research(Newman 2001). We used
the sum of clustering coefficient of two VC as the pattern. As
shown in Fig. 8(c), the VCs that in a proper dense neighbor-
hood (the sum is between 0.2 and 0.8) is likely to co-invest,
which may be probably explained by the coupling and de-
coupling theory(Granovetter 2002). In the theory, coupling
is necessary to grasp the opportunity, but too tightly relation-
ship keep the circle away from heterogeneous information,
while decoupling can make the overly strong social network
loosely open in this situation.

Model Framework
Basically, the binary classification problem (co-invest or
not) can be solved by any classifier, such as logistic regres-
sion and SVM. However, these models suffer from the same
limitation that they can not model the correlation between
co-investments, but the correlation (structural balance) is
very important in VC network. We model each possible co-
investment as a node in a graphical model, and the problem
is converted to predict whether the co-investment node takes
value of 1 or 0 (co-invest or not).

The Proposed Model
Based on the above intuition, we propose a structural bal-
ance based factor graph model (SBFG) to predict whether
two VCs will co-invest or not in the next year, and the graph-
ical representation is shown in Fig. 9.

In Fig. 9, the left figure shows the original VC network,
where the edges with label 1/0 represent whether two VCs
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Figure 9: Graphical representation of SBFG model.

co-invested or not in time span {1, t}, and the edges with la-
bel ? are those that we try to predict in time span {t, t + 1}.
The solid/dashed line means that the edge exists or not
in the ground truth. The right figure is the SBFG model
drived from the original VC network. yi,j is latent variable
indicates whether two VCs v1, v2 co-invest. f(vi, vj , yi,j)
(fi,j for short) represents a attribute factor function de-
fined for the co-investment. t(yi,j , yi,k, yj,k) (ti,j,k for short)
represents a triad factor function, which is used capture
the structural balance among three possible co-investments
yi,j , yi,k, yj,k.

Y denotes the vector that contains all latent variables.
Since we already know the co-investments in time span
{1, t}, so the latent variables Y in the SBFG can be di-
vided into labeled subset Y L and unlabeled subset Y U (to
be predicted). For each latent variable yi,j , we combine cor-
responding individual attributes {wi, wj} and the derived
aggregated attributes from individual attributed into a new
attribute vector xi,j .

We formalize the network with Markov random fields.
According to Hammersley-Clifford theorem(Hammersley
and Clifford 1971), the probability of latent label Y given
observations can be factorized as

p(Y |X) =
1

Z

∏
possible i,j

fi,j

∏
possible i,j,k

ti,j,k (1)

Where ”possible i, j” means all possible values that i, j
can take in the data set, and ”possible i, j, k” has similar
meaning. Factors are defined as

fi,j = exp{αT
i,jg(vi, vj , yi,j)} (2)

ti,j,k = exp{βT
i,j,kh(yi,j , yi,k, yj,k)} (3)

Where g(vi, vj , yi,j) is the feature vector for attribute fac-
tor, h(yi,j , yi,k, yj,k) is the feature vector for triad factor,
and αi,j , βi,j,k are corresponding weighting vectors. Fur-
thermore, we pack all weighting vectors αi,j , βi,j,k into
a long weighting vector θ, and pack all feature vectors
g(vi, vj , yi,j), h(yi,j , yi,k, yj,k) into a long feature vector s,
regardless of the type of factors. Thus, the conditional prob-
ability, i.e. Eq. 1, is simplified to be

p(Y |X) =
1

Z
exp{θT s} (4)

Therefore, we try to get proper weighting vector θ in the
learning phase.



Learning
The latent variables in time span {1, t}, i.e. Y L, are labeled,
and our optimization goal is to maximize the log-likelihood
of the labeled variables:

O(θ) = logp(Y L|X) = log
∑
Y U

p(Y L, Y U |X)

= log
∑
Y U

exp{θT s} − log
∑
Y

exp{θT s}
(5)

To maximize the log-likelihood, we consider a gradient
decent method, and the gradient is calculate as follows.

∂O(θ)

∂θ
= Ep(Y U |Y L,X)[s]− Ep(Y U ,Y L|X)[s] (6)

One challenge here is that the graphical structure can be
arbitrary and contain cycles, which makes it intractable to
calculate the precise expectation, and we employ loopy be-
lief propagation (LBP) (Frey and MacKay 1997) to approx-
imate the expectation. Note that we should perform LBP
twice in each step, one for estimating marginal probabil-
ity p(Y U , Y L|X), and the other for p(Y U |Y L, X). In the
end of each step, we update the weighting vector θ with the
gradient and an empirical learning rate η. The learning algo-
rithm is shown in Algorithm. 1.

Algorithm 1: SBFG Learning Algorithm
Input: labeled variables Y L, observations X , learning rate η

Output: weighting vector θ

Initialize θ;1
while not converged do2

Calculate Ep(Y U |Y L,X)[s] using LBP;3
Calculate Ep(Y U ,Y L|X)[s] using LBP;4
Calculate the gradient ∂O(θ)

∂θ according to Eq. 6;5
Update θ with θnew = θold − η · ∂O(θ)

∂θ6

Return θ;7

Prediction
Once we get the learned weight vector θ, we can predict
the unlabeled variable Y U by first computing the marginal
probability of p(Y U |Y L, X) and then select the value with
largest marginal probability as the label. Again, the marginal
probability of p(Y U |Y L, X) is calculated by running LBP,
and the marginal probability is then taken as the prediction
confidence.

Experiments
Experimental Setup
The dataset contains 1541 VCs that invested in China and
5455 co-investment events from 1995 to 2011. The 5455 co-
investments are positive instances in our experiments. There
are no direct negative instances in the dataset, and the we
consider all possible combinations of accumulated VCs that
have invested in China. However, the number of combina-
tions is hundreds of times larger than the number of positive
instances, and we sample the same number of negative in-
stances as positive instances, which is a common practice in

Table 2: Prediction performance of co-investment
Data Alg. Pre. Rec. F1 Acc.
2011 SVC2 0.7075 0.4217 0.5285 0.6160

SVC1 0.7233 0.5145 0.6013 0.6518
LR2 0.7214 0.4733 0.5716 0.6380
LR1 0.7311 0.4995 0.5935 0.6509
FG 0.7400 0.5708 0.6444 0.6786

SBFG 0.8091 0.8819 0.8439 0.8336
2010 SVC2 0.6740 0.6447 0.6590 0.6687

SVC1 0.7134 0.5876 0.6444 0.6780
LR2 0.6796 0.6298 0.6538 0.6687
LR1 0.6969 0.6199 0.6561 0.6774
FG 0.7149 0.6696 0.6915 0.7033

SBFG 0.7745 0.8236 0.7983 0.7933
Average SVC2 0.6907 0.5332 0.5938 0.6423

SVC1 0.7184 0.5511 0.6228 0.6649
LR2 0.7005 0.5515 0.6127 0.6533
LR1 0.7140 0.5597 0.6248 0.6642
FG 0.7274 0.6202 0.6680 0.6909

SBFG 0.7918 0.8528 0.8211 0.8135

link prediction, such as (Hasan et al. 2006). Our goal is to
predict co-investment in time t + 1 given data in time span
(1, t), and we construct two datasets. One is to predict co-
investment in 2011 given data in 1995-2010, another is to
predict co-investment in 2010 given data in 1995-2009.

Prediction Performance
We compare our proposed model with other state-of-art su-
pervised machine learning algorithms, and the results are
shown in Tab. 2. The compared algorithm are (1)support
vector classifier with L2 regularization and L2 loss function
(SVC2), (2)SVC with L1 regularization and L2 loss func-
tion (SVC1), (3)logistic regression with L2 regularization
(LR2), (4)LR with L1 regularization (LR1), and (5)SBFG
model without social balance correlation (FG). The first
four algorithms are implemented in LIBLINEAR software
package(Fan et al. 2008), and the fifth algorithm is based
on SBFG model by removing structural balance factor. As
shown in Tab. 2, SBFG significantly exceeds all state-of-art
algorithms in four measurements. The prediction accuracy
and F1 of SBGF are around 0.8, which are satisfactory in
co-investment prediction.

Analysis and Discussions
Factor contribution analysis. We examine the the contribu-
tion of different factors (patterns) by removing them one by
one in the model. As shown in Fig. 10(a), SBFG-S excludes
structural balance factor, SBFG-SP excludes both structural
balance factor and property right factor, while SBFG-SPF
further excludes factor related to invested fields (comple-
mentarity, homogeneity and follow-the-trend). When struc-
tural balance factor is removed from the model, the accuracy
drops 10-13% in terms of accuracy. When all factor property
right factor and invested fields factors are removed, there is
only topological factors in the model, and the accuracy drops
further 6-7%, which validates the effectiveness of proposed
domain patterns in co-investment prediction.

Convergence analysis. We conduct experiments on the
effect of the number of iterations of algorithm. Fig. 10(b)
shows the convergence analysis results of learning algo-
rithm. SBGF model converges very fast, usually within 10
iteration steps, which suggests that the learning algorithm is
very efficient and has a good convergence property.
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Figure 10: Factor contribution analysis and convergence
analysis.
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Figure 11: Accuracy on the country combination (2011). Y-
axis: accuracy, conditioned on country combination.

Country analysis. We analyze the performance on
VC pair with different country combination, i.e. Chinese-
Chines, Chinese-Foreign and Foreign-Foreign. As shown
in Fig. 11, in the case of Chinese-Chinese, SBFG exceeds
other algorithms with a significantly larger margin than that
of Chinese-Foreign or Foreign-Foreign, which suggests that
Chinese investors are liable to social relation (structural bal-
ance), and they rely on the robustness of network to avoid
risk.

Qualitative Case Study
Now we present a case study to demonstrate the effective-
ness of the proposed model. Fig. 12 shows a example gener-
ated from our experiments, where each node represents a VC
(A is Alibaba Capital Partners, B is Crescent Point Group, C
is Japan Asia Investment, D is Walden International Invest-
ment Group, and E is Sequoia Capital), gray line indicates
that the two VCs co-invested before 2010, black line indi-
cates that they co-invested in 2011, and the black line with a
mark indicates that the algorithm makes a mistake. Our goal
is to predict the co-investment in 2011 given data in 1995-
2010. SVC2 correctly predicts the co-investment between A
and E, but misses the other two ones. FG model predicts
two co-investments, but still misses one. SBFG model cor-
rectly predicts all three co-investments, and this is because
SBFG leverage the structural balance factor. After adding
the co-investment between A and B, the triad ABC becomes
a balanced one, and so is ACD.

Related Works
Co-investment and Syndication
In sociology and economics, the study of co-investment
dates back to Wilson’s theory on syndication(Wilson 1968),
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Figure 12: Case study.

and (Lerner 1994) studied the principle of who will
be a good co-investor and when to reconstruct a co-
investment. More recently, some scholars studied the co-
investment/syndication from the perspective of link forma-
tion, such as (Sorenson and Stuart 2001), (Piskorski 2004),
(Kogut, Urso, and Walker 2007). Based on 45 years’ VC
data from U.S., (Kogut, Urso, and Walker 2007) found sev-
eral attributes that might have influence on the new link.
However, (Kogut, Urso, and Walker 2007) only used the
node attributes and they did not build a predictor.

Link Prediction

Our work is closely related to link prediction, which is one
of the fundamental tasks in social network. Existing work
on link prediction can be broadly grouped into two cate-
gories based on the learning algorithms: unsupervised link
prediction and supervised link prediction. The classic works
of unsupervised prediction are surveyed in (Liben-Nowell
and Kleinberg 2007) and recently (Lichtenwalter, Lussier,
and Chawla 2010) designed a flow based method. There
are a number of works on supervised link prediction, such
as (Backstrom and Leskovec 2011)(Leskovec, Huttenlocher,
and Kleinberg 2010)(Hopcroft, Lou, and Tang 2011)(Tang,
Lou, and Kleinberg 2012)(Yang et al. 2012)(Wu, Sun, and
Tang 2013). (Hopcroft, Lou, and Tang 2011) studies the ex-
tent to which the formation of a reciprocal relationship can
be predicted in a dynamic network. (Tang, Lou, and Klein-
berg 2012) developed a framework for classifying the type
of social relationships by learning across heterogeneous net-
works. In this work, we focus on studying the underlying
patterns that influence the formation of co-investment and
propose a factor graph model to incorporate structural bal-
ance theory and discovered intuition.

Conclusion

In this paper, we study the prediction of co-investment of
VC. We present a series of observation analysis and propose
a factor graph model SBFG based on structural balance the-
ory to formalize the observation into a unified model. For
the model learning, we employ the loopy belief propaga-
tion to obtain an approximate solution. Experimental results
show that the proposed method can accurately predict the
co-investment in recent future, and obtains a significant im-
provement (+14% in terms of accuracy) over the baseline
methods. In the future, we will further explore the prediction
of co-investment in the heterogeneous network by incorpo-
rating the enterprises.
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